MATH 40 LECTURE 15: DIAGONALIZATION

DAGAN KARP

In this lecture, we introduce the notion of diagonalizability of a square matrix, and relate
this new notion to that of eigenvectors and eigenvalues.

Definition 1. Let A be an eigenvalue of A. The algebraic multiplicity of A is the degree of A as
a root of the characteristic polynomial. The geometric multiplicity of A is the dimension of the
eigenspace Ej.

Example 2. Consider the identity matrix 1,. The characteristic equation of 1, is
T—A 0

0 1-A
Therefore A = 1 is the only eigenvalue of 1, and it is an eigenvalue of algebraic multiplicity 2.

On the other hand, IX = 1% for all X € R?, and therefore Ex = R?. Thus A = 1 has geometric
multiplicity 2.

det(I—Al) = =(1—=2A)>2.

Definition 3. Let A and B be n x n matrices. We say that A and B are similar if there is an
invertible matrix P such that

A =PBP .
We write A ~ B.

Example 4. Let A = G é) Then A is similar to B = (é _01

12\ (2 <1\ (2 o\[(1/3 1/3
(1 o)—(1 1)(0 —1) (-1/3 2/3>'

Theorem 5. Similarity of matrices is an equivalence relation. In more detail, let A, B and C be
n x n matrices. Then

(@) A ~ A (reflexive)
(b) If A ~ B then B ~ A. (symmetric)
(c) IfA~Band B ~ C, then A ~ C. (transitive)

) . Indeed,

PROOF.

(@) A =1IAI"".

(b) Suppose A ~ B. Then there exists an invertible P such that A = PBP~'. Let
Q=P . ThenB =P 'AP,s0 B = QAQ . Therefore B ~ A.

(c) Suppose A = PBP~ ' and B = QCQ'. Then

A =P(QCQ P ' =(PQ)C(PQ)".
Thus A ~ C. O
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Theorem 6. If A and B are similar, then A and B have the same determinant, rank and charac-
teristic polynomial.

Corollary 7. If A and B are similar, then they have the same eigenvalues, and A is invertible if
and only if B is invertible.
PROOF (of Theorem 6). Since A ~ B, there is an invertible P such that A = PBP~'. Then
det(A) = det(PBP)
= det(P) det(B) det(P~")

= det(P)det(B)det(P)

Therefore det(A) = det(B).
Similarly, (pun intended), we compute
det(A —AI) = det(PBP~! — Al
= det(PBP~' —A(PIP™ 1))
= det[P(B —A)P™']
= det(P) det(B — AI) det(P~1)

= det(P) det(B — M)det(P)

= det(B — AI).
Therefore A and B have the same characteristic polynomial.

Finally, note that the nullity(P) = 0, since the null space of any invertible matrix is

trivial, by the Fundamental Theorem of Invertible Matrices. In other words PBP~'X = 0
if and only if PBX = 0, and PBx = 0 if and only if BX = 0. Therefore

nullity (A) = nullity(PBP').
Therefore, by the Rank-Nullity Theorem, rank(A) = rank(B). O

Definition 8. The matrix A is diagonalizable if A is similar to a diagonal matrix.

Example 9. The matrix G é) is diagonalizable since

12\ (2 =1\(2 0 1/3 1/3
1.0/ \1 1 0 —1)\-1/3 2/3)"
Theorem 10. Let A be an n x n matrix. A is diagonalizable if and only if A has n linearly

independent eigenvectors.

In fact, there is an invertible matrix P and diagonal matrix D such that A = PDP~ ifand only
if the columns of P are n linearly independent eigenvectors of A and the diagonal entries of D are
the corresponding eigenvalues (in the same order).
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PROOF. Suppose A = PDP~'. Let the columns of P be $1,...,Pn, and let the diagonal
entries of D be Ay,...,A,. Then AP = PD, ie

A O 0
0 A 0
A B2 - Ba)=(F P2 - Pn) ; :
0 0 An
in other words
(AFr APz - APn) = (MP1 APz - AuPn).

Therefore

AP = AiPi
for all T < i < n. Therefore the columns of P are eigenvectors of A with eigenvalues
corresponding to the diagonal entries of D. Moreover, since P is invertible, by FTIM it has
linearly independent columns.

Now, assume A has n linearly indepdenent eigenvectors py,...,pn with eigenvalues
A1,..., Ay respectively. We prove A is diagonalizable. Indeed, we have

AP1 = MNP
AP2 = MP2

Aﬁn = )\ﬂ_jn'
Now, let P be the matrix with columns p3,...,pn, and let D = I(Aq,...,A;)". Then
AP = PD as above. Therefore A is similar to the diagonal matrix D. OJ



